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초 록

가상 현실에서 다양한 사용자 경험이 가능해지면서 보다 효과적이고 정밀한 촉각 피드백의 필요성이 대두

되고 있다. 따라서, 본 논문에서는 가상 현실 안에서 발생하는 다양한 물리적 상호작용에 대해 직접적으로

피드백이 가능한 손목 착용형 햅틱 컨트롤러를 제안하고자 한다. 본 연구의 컨트롤러는 가상 물체나 환경의

물리적 특성을 구현하기 위하여 모터 시스템에 기반하여 힘 피드백을 제공하고, 힘 측정 센서를 적용하여

사용자의 손바닥 쪽에 가해지는 힘을 직접 측정하고 이를 통하여 제어기를 구성한다. 본 연구에서는 기존

모터 시스템 장치의 무겁고 약한 내구성의 한계를 최소화하기 위한 디자인을 적용함과 동시에 넓은 활동

범위를 제공하기 위하여 단일 링크 시스템만을 활용한 컨트롤러 디자인을 제시하였다.

핵 심 낱 말 햅틱 피드백, 웨어러블 기기, 햅틱 렌더링

Abstract

As various user experiences are possible in virtual reality (VR), the need for more effective and precise

haptic feedback is emerging. Therefore, this thesis proposes a wrist-mounted haptic controller that can

directly provide feedback on various physical interactions occurring within VR. The controller in this

study provides force feedback based on a motor system to realize the physical characteristics of a virtual

object or environment and applies a Force Sensing Register (FSR) to directly measure the force applied

to the user’s palm. In this study, a controller design using a single link system was explored to provide a

wide range of activities while applying a design to minimize the limitation of heavy and weak durability

of the existing motor system device.

Keywords Haptic Feedback, Wearable Devices, Haptic Rendering
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Chapter 1. Introduction

The recent VR technologies make the user experience more realistic. Enhanced display and sound

technology provide a more immersive experience visually and audibly in VR spaces. At the same time,

novel controller technology works as output equipment as well as an input one, delivering a better haptic

experience [1]. Recently, commercial VR devices [2] have a high usage and penetration rate, so general

users have begun to experience a more immersive experience visually and audibly through VR head-

mounted displays (HMDs). VR provides a realistic experience incorporating many types of sensory

feedback [3]. Visual feedback is often given through HMDs which are recently being commercialized by

a number of companies. However, few commercial VR products support haptic feedback, which is a key

factor in improving the level of immersion and presence of VR experience [4]. This is mainly because

existing haptic techniques almost exclusively rely on external mechanical devices which are generally

expensive and complex [5, 6, 7].

Nevertheless, haptic VR controllers are essential devices to provide immersive virtual content. They

have various shapes and functions, from the form of a general handheld controller [8] to the form of a

haptic glove [9, 10]. Researchers have been introducing haptic controllers to implement various hand in-

teractions, such as rendering textures [11], shapes [12], grasp [13], and squeeze [14]. Many VR controllers

use vibration to remind the user that they have touched a virtual object when they interact with a virtual

object [15]. It is difficult to rely on the vibration of the handle alone to provide users with a physical

feedback perception. Therefore, in addition to vibration actuators mainly used in commercial controllers,

haptic systems that can convey various haptic experiences by providing force feedback directly are also

being studied [16]. Some researchers have proposed a haptic system that uses wire systems to distinguish

the shape and size of virtual objects [17]. Other researchers suggest a handheld device to form the feeling

and direction of impact force in VR situations using an air injection system [18]. One study suggests

a handheld device that can reproduce rendering the thickness and slipping of a virtual object pinched

between two fingers using a mechanism with rotational disks. [19]. Another study renders haptic shapes

and enables users to touch, grasp, and interact with virtual and real objects with a controlling extender

system [20]. However, there is a limitation in that it is inevitably an unnatural and bulky structure in

order to be able to be applied in the presented specific situation.

There are several studies that apply a haptic system for precise force control with a simple structure

for a wide range of applications. One study proposed a handheld controller in the shape of a wheel that

rotates the contact for rendering fingertip haptic feedback when interacting with virtual surfaces [11].

Another study proposed a wearable device that combines a servo motor and brake-based locking slider

system to simulate the grasping of rigid objects in a VR interface [21]. For providing ungrounded kines-

thetic haptic feedback, a controller design with two double-gimbal control moment gyroscopes system

was proposed [22]. They were lightweight and easy to use due to their simplified structure, but the shape

of the hand must be fixed to receive the intended feedback.

To combine the benefits of both approaches, we propose a wrist-mounted VR haptic controller

capable of implementing various force-based interactions. Our controller introduces a motor system to

propose a 1-link manipulating design that can maximize a range of motion without losing precise control

and structural advantages and force the center of the palm to feel detailed haptic feedback. This device

is designed to allow users to finely implement the physical characteristics of objects or environments

1



in virtual space. In other words, our haptic feedback sensation includes the direct perception of the

physical properties of the virtual object, such as weight and stiffness, or indirect kinetic force, such as air

resistance, and reflection from during the interaction. To fulfill the conception of this, the haptic force-

generating functions need to be defined. First, our methods should help users distinguish objects with

different force feedback. So, the proposed controller would make a noticeable difference when interacting

with two objects which have noticeably different physical properties. Second, our method should do no or

little destruction to the sense of experience. The haptic feedback perception is for simulating the actual

experience in reality and making VR more realistic. The proposed methods should be natural during

interaction with objects while providing force feedback to help users perceive the physical properties of

virtual objects.

In the thesis, we develop a simplified 1- link manipulator motorized haptic VR controller design

that ensures free hand posture and precise force control to use in various virtual reality scenarios while

compensating for the problem of having the complex structure of existing motor-based wearable con-

trollers. Then, minimum and difference thresholds of force feedback were investigated for recognizing and

distinguishing the physical properties of a virtual object. Those are also helpful to figure out numerical

criteria in haptic feedback design. all of these things were integrally connected so that they could be

composed of one system for implementing various physical properties of virtual objects using the force

feedback system.
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Chapter 2. Related Works

2.1 Haptic devices for hand interaction in VR

In most VR applications, users interact with virtual objects using their hands. Therefore, it is

common to give haptic feedback to a user’s hand for an immersive experience. In other words, rendering

haptic information through haptic devices is a general solution. Haptic devices can be divided into two

categories: handheld and wearable haptic devices.

2.1.1 Handheld haptic devices

Handheld haptic devices are being studied as solutions to problematic setup and mobility problems.

This type of controller typically provides haptic force feedback by holding the controller in the form of a

bar, contacted in the user’s palm or at finger level [11, 23, 24]. Their main strength is that they can be

carried without restrictions on a large, fixed equipment. In addition, it is not cumbersome to use, so users

can easily learn. With the above advantages, a number of handheld haptic VR controllers that render

expressive haptic sensations have recently been studied. Some research proposed a handheld device that

renders the shape of virtual objects through mechanically-actuated plate displacement [12, 25]. Some

devices add haptic feedback mechanisms to tool-like devices to hold specific tools and focus on interacting

with other objects [26, 27]. Some controllers install rotating devices to generate haptic feedback to the

user through reaction torque [28, 29]. However, the disadvantage is that it always takes the user’s hand

during use. In other words, when an interaction between a user and a virtual object occurs in a VR

space, they must hold the controller if they want to be provided with the appropriate feedback.

2.1.2 Wearable haptic devices

One of the design approaches of A wearable haptic device is a device that wraps around a user’s

hand and provides force feedback to the hand [30, 31]. These devices can accurately transmit forces

directly to each finger joint, but for this purpose, it is difficult to guarantee durability because they

have an excessively complex structure. To improve this, some haptic gloves deliver haptic feedback

through a simpler structure using a thin form-factor electrostatic clutch [32]. There are also studies that

separate complex power units from haptic gloves through vacuum pumps [33, 34]. However, a glove-type

haptic device has been studied in the form of delivering haptic feedback to all five fingers, making it

difficult to reduce the absolute size of the power source. For this reason, wearable devices in the form of

concentrating and transmitting haptic feedback on the palm have been frequently studied. A wearable

haptic interface that is able to generate haptic stimuli on the palm by 3-point support haptic display has

been proposed [35]. By inflating air pockets in the middle of the palm, Other researchers have suggested

inflatable devices for grasping interaction [36, 37]. Although this design concept has the disadvantage of

not being able to transfer the force to the desired point other than the palm, our proposed controller is

also designed in the direction of focusing haptic feedback on the palm for a simplified structure.

3



2.2 Rendering physical property of virtual objects

Along with other haptic effects, researchers suggest several methods that users can perceive various

physical characteristics such as weight, stiffness, and fluid resistance when interacting with virtual objects.

In other words, each haptic interaction can be divided into three physical properties from a dynamic

perspective: inertia, elasticity, and viscosity.

Fi = M(g + a) (2.1)

When lifting action is performed during interaction with a virtual object, the physical characteristic

that can be felt even though there is no additional dynamic movement is weight. This interaction

means the force of gravitational acceleration that is applied in the virtual world as in reality. If this is

confirmed by the dynamic equation, shown as Eq. 2.1. G denotes the acceleration of gravity, a denotes

the acceleration of an object, and M denotes the value of inertia of the object. Thus, Fi becomes a

force by inertia, and haptic feedback is formed based on it. According to the above equation, it means

changing the inertial value of the controller itself or rendering the force by the inertia can generate haptic

feedback that the user can feel by weight. In the same way as the former one, some controllers physically

move the center of gravity by moving the internal weight [38, 39, 40]. In the case of the latter one, several

studies have suggested a haptic device that recognizes the weight of a virtual object by forming a shear

force at the fingertips based on inertial forces [21, 41].

Fs = Kx (2.2)

When the user directly presses the object itself, haptic feedback should vary depending on how much

the object is pressed and how hard the object is. In other words, as shown in Eq. 2.2, a force, represented

by Fs, proportional to the displacement of an object, represented by x, and its stiffness, represented by

K, must be generated. In order to form haptic feedback by stiffness, some studies change the tension

of the internal elastic component [42, 43, 44]. Other approaches include devices that directly generate

force by elasticity through a motor system [45, 46].

Fv = B(venv + v) (2.3)

When a user interacts with a virtual object in an environment that directly affects an object such

as wind or fluid, it might be delivered as haptic feedback as a force proportional to the speed of the

object and fluid. This can be expressed as Eq. 2.3, where venv denotes the velocity of a fluid in a

given virtual environment and v denotes the velocity of a virtual object. Fv means the resistance force

to the fluid, and B means the coefficient of fluid resistance or the viscosity coefficient of the fluid. In

order to implement interactions with virtual environments such as fluids and winds, one study directly

transformed resistance using a fan mechanism [47]. Other studies have rendered fluid resistance through

propeller systems [48, 49].

Fref = M(g + a) +B(venv + v) +Kx (2.4)

To present our controller capable of implementing all these various physical properties, we finally

used a force feedback system where each element could be applied independently, as in Eq. 2.4.

4



2.3 Haptic perception characterization

Haptic perception can be characterized in various ways. A common metric used when performing

psychophysical tests is Just-noticeable Difference (JND), which is the minimum difference between the

two stimuli that allows the user to recognize the difference [50, 51]. Since JND differs as a function of the

magnitude of the presented stimulus, it is generally normalized by the reference stimulus to calculate the

Weber fraction. Previous work shows that with some exceptions [52, 53], the Weber fraction is relatively

constant for haptic sensations [54, ?, 55]. In our study, JND was used to find the minimum threshold

of user perception and the threshold for the gap between the two forces in force feedback applied to the

palm through our controller. In particular, we inferred whether the user felt about the stimulation caused

by haptic feedback or noticed the difference through direct questions through the staircase method, used

in the most widespread heuristic-based method, to produce high accuracy even with a small number of

trials [56].
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Chapter 3. Wrist-Mounted Haptic VR Controller

The design goal of our haptic controller is to provide dynamic interaction with rendering force and

impedance. This dynamic interaction allows users to feel the inertia, viscosity, and elasticity of virtual

objects, helping them to distinguish objects by haptic senses. It can also change to a certain force value

for forming an arbitrary haptic feeling. Above all, these interactions must be configured to take place in

mid-air. The main challenge is to secure maximum move space so that it can be used in various virtual

environment scenarios. In addition, since the structure of the controller had to be simplified, the rotation

axis was designated at the center of the wrist and the palm was designated as the operating point as

shown in the concept design of the 1-link manipulator of Fig. 3.1.

3.1 Hardware implementation

We designed and built a haptic controller that can deliver dynamic interaction from the wrist to the

palm. Fig. 3.1 shows the general appearance and mechanical movement. The controller is wearable on

the wrist using a Velcro belt and is designed to generate rotational force from the mounted motor so that

the force is transmitted to the 1-link manipulator through the u-belt system. The force generated at the

end of the link can be calculated directly through the FSR mounted on the palm. In particular, the point

of contact was set as the point where the index, middle, and ring fingers began. This is because it is one

of the areas where sensitive parts of the palm are gathered [57], and it has advantages in terms of force

recognition and amplification because it can take more distance from the wrist than the center. Arduino

Portenta H7 is used as a microcontroller, and motor and encoder information are exchanged through an

analog signal. In addition, the signal from the FSR is calculated through the internal ADC port, and

the brake is controlled using a relay switch. Finally, all this information can be exchanged with the PC

through Wi-Fi communication. The overall system configuration is shown in Fig. 3.2. Summarize our

device specification as shown in Table. 3.1, our controller has several strengths: better back-drivability,

stronger force, and faster velocity, this one because of the AC servo motor system with the belt-pulley

system. However, because of that system, we have some weaknesses too. our controller consumes more

power and it causes higher heat generation. To minimize this weak effect, the brake system is used for

increasing the efficiency in the idle state.

3.2 Haptic feedback control

To deliver haptic feedback to users in real-time, a controller that forms constant inertia, viscosity,

and elasticity is designed using motor force control, referring to the force calculated in the VR space

as shown in Fig. 3.3. The physical characteristics of each virtual object were formed through a force

according to the dynamic movement of the user. This calculation value is used to control the rotational

force of the motor through the motor driver. As a result, through the motor rotational force generated

at this time, the user is provided with haptic feedback suitable for each VR scenario, and the user’s hand

response is transmitted to VR through the LEAP Motion controller configured with HMD, and based

on this, the user’s dynamic movement is calculated.

6



Figure 3.1: A brushless DC motor for precision torque control is used as a power source, and the torque

generated here is amplified by the gear ratio (1:2.609) in the belt-pulley system after passing through the

spring-actuated brake. The amplified torque is converted into a force through a 1-link manipulator and

then driven to the palm, which is measured directly by the FSR. The sensor part includes an internal

spring structure to operate like a switch and reduce the impact to be transmitted to the sensor.

Figure 3.2: The motor is controlled by a motor driver, and the brake controller also operates indepen-

dently. VR scene runs on an experimental PC, which is connected with VR HMD via USB, and all of

this information is shared by the microcontroller through their own communication methods, such as

analog, digital IO, and Wi-Fi.

7



Figure 3.3: The flow chart was designed to be connected in closed-loop form by providing haptic feedback

through the controller after calculating force feedback from the user’s hand tracking using the internal

Leapmotion controller of VR HMD.

Table 3.1: Overall Controller Specification

Weights 386 g

Operating Voltage 24 V

Rated / Peak Current 1.4 / 5.6 A

Torque Constant (Motor) 0.023 Nm/A

Rated / Peak Torque (Motor) 0.03 / 0.13 Nm

Rated Ang. Velocity (Motor) 157.08 rad/s

Gear Ratio 1:2.609

Rated / Peak Torque (After Gear) 0.078 / 0.34 Nm

Rated / Peak Ang. Velocity (After Gear) 60.21 rad/s

Distance from Gear to End-point 92.5 mm

Rated / Peak Force (End-point) 0.843 / 3.68 N

Rated Lin. Velocity (End-point) 5.57 m/s
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Chapter 4. Experiment

In this thesis, in order to measure the performance of the proposed haptic system, we conducted an

experiment to obtain the minimum threshold and the difference threshold of force feedback to measure the

controller’s own performance. Varjo’s XR-3 with an internal hand tracking sensor was used as a VR HMD

for estimating the location information of the user’s hand. In addition, force feedback generated from

interaction with virtual objects implemented within VR was measured through VARIENSE’s FSE103

sensor, and the experimental environment was constructed as shown in Fig. 4.1.

4.1 Perceptive thresholds for force feedback

Since the controller in this study uses the palm as a force point when interacting with objects, an

experiment should be designed to understand the impact on user perception, not just the magnitude of

the force. Therefore, the purpose of this experiment is to find out the minimum threshold value that the

user starts to feel stimulation when receiving force feedback through a haptic controller and the relative

threshold value that is substantially different for a specific feedback stimulus. This is to find out the

point where haptic feedback obtained through the controller is applied to the user in practice and the

relative point of force that can be effectively distinguished when various physical feedbacks are given in

the virtual environment.

Psychophysics is a classical framework for studying the relationship between the physical world and

psychological concepts such as perception. The JND is a quantitative measure in psychophysics and is

defined as the smallest change (DF) in the stimulus intensity (F0) that creates a change in the perception

of that stimulus [58]. We investigated the minimum threshold and the difference threshold performed by

human subjects.

4.1.1 Setup

Participants

We recruited 10 subjects with ages between 25 and 30. All participants had engineering or computer

science backgrounds and were right-handed. We first introduced the purpose of the user study, the setup,

and the scene. The participants were then equipped with the wrist-mounted haptic controller for the

left hand. Each participant was then allowed to practice in a training scene until they were comfortable

with the equipment and ready for the tests. Following the training phase, tasks 1, and 2 were started.

Task 1: Minimum threshold

Psychophysical experiments were performed to measure the human hand’s force discrimination abil-

ity (e.g. JND) for low-intensity forces [54]. We used the three-down one up-staircase method. The reason

we chose this method is to prevent accidental responses. In a three-down, one-up staircase the stimulus

amplitude decreases after three correct responses and increases when one response was incorrect. Before

reaching the first reversal, the 1 down method is used. This is related to reducing the number of trials.

When many trials are conducted, participants feel fatigued in the wrist. After the first reversal, every

second reversal occurs, the step size changes. We proceed with the experiment until 10 reversals occur

9



Figure 4.1: In estimating thresholds experiments, the user directly wears the controller, and only

delivers opinions on feedback stimuli without any movement. In measuring the force of haptic feedback

experiments, the user performs the interaction while wearing only the VR HMD, and measures the force

generated by the torque sensor.

and set the 8 reversal values as the threshold value. We focus on force-feedback value in order to obtain

more accurate estimates of the minimum threshold of force-feedback perception. We excluded extremely

low, high values that disturbed the quality of experience. We will measure the minimum level of force-

feedback value that can be detected. All participants started at 0.65N and proceeded with a three-down

one-up staircase. When there are ‘three yes responses’, the force feedback value goes down, and when

‘no’ responses are given before ‘three yes responses’, the force feedback value goes up. The first step size

was 0.19N . The second and third step sizes were 0.13N , and from then on, the step size was reduced by

half.

Task 2: Difference threshold

The second experiment is to find a difference threshold. Participants were asked to move a wrist

while wearing the device. Participants responded whether they perceived the difference of force-feedback

or not, as compared to the previous value that the device pressed on the palm. If it can be distinguished

from previous stimuli, they answered “Yes”, otherwise they answered “No”. To obtain the difference

threshold, a three-down one-up staircase method was also used. At first, the step size was set to 0.32N ,

but after ‘three yes’, the step size was reduced. If there is no response, we increase the step size again.

All participants proceeded with 3 down 1 up staircase starting at 0.32N . When there are ‘three yes’

responses, the gap value goes down, and if there is no response before ‘three yes’ responses, the gap value

goes up. The starting value is 1.3N , and the first step size is 0.32N As the trial progresses, the step

size changes. The range of force-feedback values ranged from 1.3N (maximum output of the device) to

0.32N (minimum output of the device).
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Figure 4.2: Subject 1’s Result of minimum threshold experiments. In this graph, it can be seen that

the threshold appears at 0.0335 N .

Figure 4.3: Subject 1’s Result of difference threshold experiments. In this graph, it can be seen that

the threshold appears at 0.2 N .

4.1.2 Minimum threshold

The results were derived through each attempt about 45 times, and the experiment was stopped

when the estimated convergence value was continued about 10 times to derive an accurate result value in

each experiment. Figure. 4.2. shows subject 1’s minimum threshold. For four participants, the average

minimum threshold value was 0.114 N (SD=0.155).

4.1.3 Difference threshold

The results were derived through each attempt about 30 times, and the experiment was stopped

when the estimated convergence value was continued about 10 times to derive an accurate result value

in each experiment. Figure. 4.3. is the result of subject 1 of the difference threshold. For 4 subjects, the

average difference threshold value was 0.248N (SD=0.121).
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Figure 4.4: Designed to secure the device to the floor via a test bed and to position the torque sensor

so that the force can be applied vertically. The table below the sensor represents the specification.

Figure 4.5: (a) Inertia Scenario: user lifting dumbbells, (b) Elasticity Scenario: pressing springs, and

(c) Viscosity Scenario: Swinging the paddles. When interacting within these VR scenarios, physical

characteristics are estimated by simultaneously measured hand movement and force.

4.2 Rendering physical properties in VR

Since the controller in this study forms a force according to each set property value when interacting

with a virtual object or environment, an experiment should be designed to determine the magnitude of

the force that changes according to each virtual environment situation. In other words, the purpose of

this experiment is to find out whether force feedback symmetrical to the value of the physical properties

of a given virtual environment can be effectively generated through the controller.

In this experiment, a more precise force measurement method is needed than the method using

FSR configured in the device. So, we use a 3-axis torque senator to get precise force data for checking

force sensing performance. we figure out Rendering performance at various levels. For accurate force

measurement, the experimental table was designed to fix the controller like Fig. 4.4. The user’s dy-

namic motion value, such as displacement, velocity, and acceleration, for checking the physical property

rendering performance was measured through HMD in each simulation, which is shown in Fig. 4.5.

4.2.1 Weight reproduction through inertia rendering

As a scenario to implement the inertial value of a virtual object, an experiment was conducted to

measure the difference between the force generated at this time with light and heavy dumbbells in an

environment where the gravitational acceleration of 9.8m/s2 is applied downward. It was confirmed that

the desired inertia value configured on the virtual object was 0.025 to 0.075Ns2/m, and a corresponding

experimental inertia value of about 0.0252 to 0.0771Ns2/m was applied as shown in Fig. 4.6.

12



Figure 4.6: To obtain the results of inertia rendering, a force graph against acceleration is drawn. Each

force feedback is generated in proportion to the desired inertia value, which is estimated by the gradient

of each trend line.

Figure 4.7: To obtain the results of elasticity rendering, a force graph against displacement is drawn.

Each force feedback is generated in proportion to the desired elasticity value, which is estimated by the

gradient of each trend line.

4.2.2 Stiffness reproduction through elasticity rendering

As a scenario that implements the elasticity value of a virtual object, an experiment was conducted

to measure the force generated at this time and the difference between the spring with low hardness and

the large spring. At this time, the maximum displacement of the spring is 0.1m, which is rounded from

the second decimal place to the value multiplied by the available angle of the wrist 60° and the average

male wrist-to-palm distance 74.52mm. It was confirmed that the desired elastic value configured on the

virtual object was 3.5 to 10.5N/m, and a corresponding experimental elasticity value of about 3.3774 to

10.519N/m was measured as shown in Fig. 4.7.

4.2.3 Wind resistance reproduction through viscosity rendering

An experiment was conducted to measure the force and difference generated when a paddle of a

different area is directly held and swung in an environment in which a wind speed of 1m/s, which is

13



Figure 4.8: To obtain the results of viscosity rendering, a force graph against velocity is drawn. Each

force feedback is generated in proportion to the desired viscosity value, which is estimated by the gradient

of each trend line.

generally recognized by humans, is blowing from right to left. It is confirmed that the desired viscosity

value given to the virtual object is 0.35 to 1.05Ns/m and a corresponding experimental viscosity value

of about 0.3544 to 1.0303Ns/m is measured as shown in Fig. 4.8.
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Chapter 5. Discussion

5.1 Design Guideline

Experimental results show that with a controller focused on haptic feedback on the palm, people

can perceive the stimulus from force feedback of at least 0.114N , and the next force feedback that can

feel the difference is 0.362N , which is as large as 0.248N . Through force-based haptic feedback, design

guidelines for implementing physical characteristics in a virtual environment can be organized. Most

of the force-based haptic feedback controllers form force feedback proportional to the physical property

value stored in the virtual object based on the user’s expected dynamic movement value to implement

physical properties in a virtual environment as haptic feedback. Therefore, based on the thresholds of the

stimulus and the expected movement of the user, we present the physical properties rendering equation

to generate proper force feedback like Fig. 5.1.

Fobj1 , Fobj2 > Fmin = Mmin(auser + aenv) +Bmin(vuser + venv) +Kmin(xuser + xenv) (5.1)

|Fobj1 − Fobj2 | > Fdiff = Mdiff (auser + aenv) +Bdiff (vuser + venv) +Kdiff (xuser + xenv) (5.2)

Substituting this guideline to a physical property rendering scenario, Given two interactive virtual

objects(obj1, obj2), the force feedback from each object must be greater than the minimum threshold

as Eq. 5.1. the difference in force feedback to distinguish each object is specified to be greater than

the difference threshold as Eq. 5.2. if we try to interact with a cube with a side length of 0.1m in

a virtual environment with a gravitational acceleration of 9.8m/s2 and wind speeds of 1m/s, it must

have the inertia of more than 0.0116Ns2/m, the viscosity of more than 0.114Ns/m, and elasticity of

more than 1.14N/m. Inertia above 0.025Ns2/m, viscosity above 0.248Ns/m, and a cube with elasticity

differences above 2.48N/m can be said to be comparable. In this way, when our controller is used, from

a user-cognitive perspective, it is possible to obtain help in inputting accurate physical properties and

calculating haptic feedback.

5.2 Limitation & Future works

When the controller is directly worn, the force measurement results vary depending on the user’s

hand position due to the difference between the force caused by the sensor mass and the direction

of the force to be generated by the motor. To improve this, we will improve haptic rendering through

psychophysical user experiments as a follow-up study, and further research will be conducted on increasing

experience immersion by providing various physical forces within VR through a force feedback system
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Figure 5.1: Within a given VR environment (aenv, venv, xenv), when a user’s dynamic movement

(auesr, vuser, xuser) is estimated, the physical properties of any two objects (M , B, K) are specified

based on the minimum, difference threshold of the force feedback (Fmin, Fdiff ).
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Chapter 6. Conclusion

From the results of the physical property rendering experiment, our controller can form arbitrary in-

ertial, viscosity, and elasticity, and this feedback confirms that the user can interact organically with the

virtual environment. In particular, since the previously implemented physical property implementation

scenarios can be implemented independently, it means that they can provide dynamic haptic feedback

that can be utilized in a variety of VR content combined with inertia, elasticity, and viscosity. Further-

more, since they are based on real-world physical environments, we expect to be able to present intuitive

precise force feedback formation methods to users as well as content designers. When configuring a force

feedback-based controller, it is expected that it can help to form a virtual environment criterion that can

be practically implemented through the minimum threshold value and the difference threshold value.

Based on the virtual environment haptic feedback criteria above, we will provide an in-depth basis for

the design guidelines through experiments to determine whether the user could actually feel the intended

sensation and to what extent there was a more effective contribution compared to visual feedback. We

will also evaluate the performance and usefulness of force-based methods in forming haptic feedback, in

addition to implementing physical characteristics such as collision detection and UI/UX design.

Unlike other digital platforms, VR controllers used with HMD frequently interact with what is not

visible in addition to what is visible on the screen. This means that haptic feedback is an important part

of virtual reality content. Thus, when designing feedback on interaction with virtual objects, presenting

numerical standards and guidelines for haptic feedback could create easy and simple feedback formation

methods for designers and help users intuitively understand virtual reality situations. It is also helpful

to develop and research haptic controllers, being applied as a reference to the minimum performance to

form appropriate feedback in mechanical design.
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